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Disclaimer

This document contains images obtained by routine
Google Images searches. Some of these images may
perhaps be copyright. They are included here for
educational noncommercial purposes and are considered
to be covered by the doctrine of Fair Use. In any event
they are easily available from Google Images.

It’s not feasible to give full scholarly credit to the
creators of these images. We hope they can be satisfied
with the positive role they are playing in the educational
process.
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Landmark Applied Science – 20th century

Nuclear Power Powered Flight

Antibiotics Green Revolution
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Why this is happening now?

Key ingredients of DL have been in place for 25-30 years:

Landmark Emblem Epoch

Neocognitron Fukushima 1980
CNN Le Cun mid 1980s’

Backprop Hinton mid 1980’s
SGD Le Cun, Bengio etc mid 1990’s

Various Schmidhuber mid 1980’s

Some argue that no really new ideas were needed
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Synchronies

Over same timeframe – 2010-2014

I Instagram, Snapchat emerge to global prominence

I Deep Learning catapults to global attention

Coincides with emergence of

I Smartphone photography

I Cloud storage of selfie/smartphone photography
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Explosion of Computational Resources

Cloud Paradigm:

I Billions of smart devices each drive queries to cloud servers

I Millions of business relying on cloud for all needs

Symbiosis of cloud and economy is lasting and disruptive.

Cloud provides any user same-day delivery:

I Tens to hundreds of thousands of hours of CPU

I Pennies per CPU hour

Any user can consume 1 Million CPU hours over a few days for a
few $10K’s.
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Games Have Absurd Popularity

‘Scientists in Antarctica are downloading mobile games. Parents in Syria worry
about kids using too much tech.

John Koetsier TUNE 12/29/2015

https://www.tune.com/blog/global-mobile-why-2016-is-the-global-tipping-point-for-the-mobile-economy/
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Gaming became a Massive Market
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Why this is happening now?

Key ingredients of DL have been in place for 25-30 years:

Landmark Emblem Epoch

Neocognitron Fukushima 1980
CNN Le Cun mid 1980s’

Backprop Hinton mid 1980’s
SGD Le Cun, Bengio etc mid 1990’s

Various Schmidhuber mid 1980’s

CTF DARPA etc mid 1980’s

Ubiquitous massive computation now makes it possible for
thousands of researchers to build, train, tear apart and rebuilt
DeepNets.
Extensive Trial and Error has been necessary.
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Common Task Framework (1980’s)

Under CTF we have the following ingredients

(a) A publicly available training dataset involving, for each
observation, a list of (possibly many) feature
measurements, and a class label for that observation.

(b) A set of enrolled competitors whose common task is to
infer a class prediction rule from the training data.

(c) A scoring referee, to which competitors can submit their
prediction rule. The referee runs the prediction rule
against a testing dataset which is sequestered behind a
Chinese wall. The referee objectively and automatically
reports the score achieved by the submitted rule.

See Mark Liberman’s description (Liberman, 2009).
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CTF Really Works!
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CTF Lifestyle – 1

1. Researchers set up local copies of Challenge
I Data – Training, Test carved out of public dataset
I Scoring – same as challenge scoring rule

2. Researcher’s job: ’tuning models’
I Think up a family of model variations – ’tweak’s
I Run a full ‘experiment’ – suite of tweaks – ’grid’
I Score each tweak
I Submit best-scoring result to central authority

3. Successful researchers perpetually motivated by
Game-ification: tweaking, scoring, winning.

4. Researchers who tweak more often, win more often!.

5. If easier to implement tweaks and faster to evaluate them,
more likely to win!.
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CTF Lifestyle – 2
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CTF Goes Mainstream

1. Netflix Challenge (2009)
$1 Million Prize

2. Kaggle (2010)
1 Million’th competitor expected Sept. 2017

3. Fei-Fei Li masterminds ImageNet 2008-2010

4. Hinton’s Deep Learning Team wins ImageNet 2012
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Graduate Students Preparing for NIPS 2017
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Global Economy → Computing → Deep Learning
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“Deep Learning is killing intellectual life” – various

Quotes (Professors at U Wash, Princeton, MIT, ...

I “Deep Learning is killing X”, X ∈ { SP , IT , NLP , . . . }
I “Graduate Students only will work on deep learning”

I “One Time Extinction event” – Graduate students won’t
know the fundamental tools
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AI Learns Racism/Sexism

See:
https://www.theguardian.com/technology/2017/aug/10/faceapp-forced-to-pull-racist-filters-digital-blackface

http://www.independent.co.uk/life-style/gadgets-and-tech/news/ai-robots-artificial-intelligence-racism-sexism-prejudice-bias-language-learn-from-humans-a7683161.html
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Where are the Intellectuals?

Common reactions...

I Meh....

I “This is not happening”

I “This is a Crisis”

I “This is what I’ve been telling you for years”
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Theory in Crisis

Some Theory “Lessons”:

I “There’s no magic method”
I “Curse of Dimensionality”

I ... Approximation Theory
I ... Statistical Modelling
I ... Optimization Theory

If those are the “Lessons”, Theory Fails
Recent “Student Insurrections”
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Theorists are responding

That’s this course!
Field Example

Neuroscience Bruno Olshausen

Harmonic Analysis

Joan Bruna and Stephane Mallat
Helmut Boelcskei and co-authors
Vardan Papyan, Jeremias Sulam,
Yaniv Romano and Michael Elad

Approximation Theory Tomaso Poggio and Hrushikesh Mhaskar

Statistics Zaid Harchaoui

Information Theory Naftali Tishby
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Deep Learning as a Magic Mirror

Figure : Every theorist who looks at it see what they wish
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Goal of Theory

I What is a Theory?
I Vulgar meaning – any model, any set of formal arguments.
I Precise meaning – models that explain and that predict.

I What can Theory contribute?
I Analysis
I Prediction

I Should/Can there be Theories of Deep Learning?

D Donoho/ H Monajemi/ V Papyan Stats 385 Stanford Lecture 01: Deep Learning Challenge: Is There Theory?



The Deep Learning Tsunami
Why now?

Where are the Intellectuals?
Relevant Theoretical Approaches

Course Structure

Neuroscience
Harmonic Analysis
Approximation Theory
Statistics/ML

Visual Neuroscience – Hubel/Wiesel et seq.
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Olshausen and Field (1996)
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Prediction/Inspiration by Neuroscience

Experimental Neuroscience uncovered the
I ... neural architecture of Retina/LGN/V1/V2/V3/ etc
I ... existence of neurons with weights and activation functions

(simple cells)
I ... pooling neurons (complex cells)

All these features are somehow present in today’s sucessful Deep
Learning systems

Neuroscience Deep Network

Simple cells First layer
Complex celle Pooling Layer

Grandmother cells Last layer

Theorists Olshausen and Field (Nature, 1996) demonstrated that
receptive fields learned from image patches
Deep Learning works often pay lip service to neuroscience
inspiration.
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I Olshausen and Field showed that optimization process can
drive learning image representations

I Olshausen-Field representations bear strong resemblance to
defined mathematical objects from harmonic analysis
wavelets, ridgelets, curvelets

I Harmonic analysis: long history of developing optimal
representations via optimization

I Research in 1990’s: Wavelets etc are optimal sparsifying
transforms for certain classes of images

I Relevant Talks:

Speaker Institution Date
Helmut Boelsckei ETHZ October 11

Joan Bruna Courant/NY ) Novermber 15
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Optimal Representations – eigenfunctions – fourier
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Multiscale Representations
Wavelets – Almost Eigenfunctions
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Geometric Multiscale – Ridgelets, Curvelets and Shearlets
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Scattering Transform; Mallat (2012), Bruna and Mallat
(2014)
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Sparse Representations

𝐃𝐗 𝚪
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Approximation Theory, I

I Class prediction rule can be viewed as function f (x) of
high-dimensional argument

I Curse of Dimensionality
I Traditional theoretical obstacle to high-dimensional

approximation
I “Functions of high dimensional x can wiggle in too many

dimensions to be learned from finite datasets”
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Approximation Theory, II

I Ridge Functions ρ(u′x) mathematically same as deep learning
first layer outputs.

I Sums of Ridge Functions mathematically same as input to
second layer.

I Approximation by Sums of Ridge Functions f ≈
∑

i ρi (u
′
ix)

studied for decades

I Theorists (1990’s-Today): certain functions f (x)
approximated by ridge sums with no curse of dimensionalty
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The Deep Learning Tsunami
Why now?

Where are the Intellectuals?
Relevant Theoretical Approaches

Course Structure

Neuroscience
Harmonic Analysis
Approximation Theory
Statistics/ML

Approximation Theory, III

I Compositional functions f (x) =
h(g1(xi1,1 , ..., xi1,k ), g2(xi2,1 , . . . , xi2,k ), . . . , g`(xi`,1 , . . . , xi`,k )) are
functions of small number of functions; `, k � d .

I VGG Nets are deep compositions

I Approximation by Compositional Functions studied for
decades

I Theorists (1990’s-Today): certain functions f (x) avoid curse
of dimensionalty using multilayer compositions

I T. Poggio (MIT) and Hrushikesh Mhaskar (Caltech) have
several papers analyzing deepnets as deep compositions.

I Poggio will speak to us October 25.
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The Deep Learning Tsunami
Why now?

Where are the Intellectuals?
Relevant Theoretical Approaches

Course Structure

Neuroscience
Harmonic Analysis
Approximation Theory
Statistics/ML

Modern Statistical Theory

Interactions with key themes in modern statistical theory

I Estimation of functions in high dimensions

I VC Classes/Generalization Bound
I Statistical Models

I Projection Pursuit
I Compositional Models
I Generalized Additive Models

I Regularization/Overfitting/Model Selection

I Experimental Design

I Observational vs Experimental Data

I Ecological Correlation/Correlation vs Causation
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The Deep Learning Tsunami
Why now?

Where are the Intellectuals?
Relevant Theoretical Approaches

Course Structure

A Look Ahead: https://stats385.github.io

Helmut Boelcskei ETH Zuerich
Bruno Olshausen Redwood Center for Theoretical Neuroscience
Tomaso Poggio MIT
Zaid Harchaoui Univ Wash Seattle

Jeffrey Pennington Google
Joan Bruna NYU
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The Deep Learning Tsunami
Why now?

Where are the Intellectuals?
Relevant Theoretical Approaches

Course Structure

Course Structure

1. Review DL concepts

2. Review Theoretical Approaches

3. Specific Theoretical Contributions – Mostly guest lectures

4. Postmortem, last 3 lectures.
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The Deep Learning Tsunami
Why now?

Where are the Intellectuals?
Relevant Theoretical Approaches

Course Structure

Global Economy → Computing → Deep Learning
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